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Numerical analysis & machine learning based on matrix computations

Our research group has been developing numerical analysis and machine learning algorithms based on matrix computations. Matrix
computation including linear systems and eigenvalue problems play an important role for large-scale numerical simulations. We have
been investigating efficient and parallel numerical algorithms for computing such large-scale matrix computations. Recently, utilizing
the know-how of these high-performance matrix computation techniques, we have originally developed new machine learning /
deep learning algorithms and data analysis method called "Data Collaboration Analysis" for the data owned by multiple institutions in
distributed manner. We also apply these methods for some real-world problems including medical data.
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Recently, (deep) neural network has
attracted attention in image and
signal recognition
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» We have been developing a new algorithm based on Non-negative Matrix
Factorization (NMF) for optimizing the deep neural network.

» Compared with BP method, our NMF-based algorithm achieves
-- competitive recognition performance for benchmark problems.
-- higher parallel efficiency.

Backpropagation (BP) method is the
de-facto standard algorithm
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Development of a nonlinear honnegative matrix factorization-based algorithm for deep neural networks



